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Abstract
An algorithmic approach to detect human motion for video surveillance system is discussed in this paper. The considerable study in this area has been encouraged by the fact that many application areas, including surveillance, Human–Computer Interaction and automatic annotation, will gain from a robust solution. In this paper, a framework for the human motion tracking using two algorithms is presented, first, using AdaBoost classifier. The algorithm consists of three steps: at first, a multiscale image features extracted from an image is used. At the second stage, extracted features are represented by the sparse matrix representation. These sparse matrix represented values are classified using AdaBoost classifier for motion tracking applications. Second using optical flow method where optical flow values are extracted which is then processed by illumination insensitive tracker. Experimental result shows that both the method gives better performance as compared to the other state of the arts methods of video surveillance.
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Introduction
A fundamental problem for all automatic video surveillance systems is to detect objects of interest in a given scene. A usually used technique for segmentation of moving objects is background subtraction [1]. In spite of tremendous research in the field of surveillance system still it is a difficult task to build up efficient models for object tracking due to factors such as illumination change, pose variation, occlusion, and motion blur. Many tracking algorithms frequently revise models with samples from observations in recent frames. Despite much success has been demonstrated, numerous issues remain to be addressed. First, many tracking algorithms often encounter the drift problems. Second, while these models are data dependent, there does not exist sufficient amount of data to learn at the outset. As an effect of self-taught training, misaligned samples are likely to be added and degrade the appearance models. A classic surveillance application has 3 constructional blocks: motion detection, object tracking and advanced level motion analysis. The aim of the surveillance applications is to detect, track and classify targets. The existing methods of Visual surveillance for object detection & tracking can be grouped into 3 major classes: shape based models [2], area based models [3, 4], and characteristic point-based models [5, 6]. Also most of the programmed surveillance system uses optical flow method for object detection. This works on the principle that Optical flow [7, 8] cannot be calculated locally, because merely one independent dimension is accessible from the image sequence at a point, whereas the flow rate has two factors a second constraint is essential. Smart programmed tracking system should be able to sense modification caused by a new object, whereas moving background regions, such as clouds, rain or a flag waving in the wind, should be recognized as an element of the background. Optical flow; It computes an independent estimate of motion at each pixel; this usually involves reducing the intensity among consequent pixels summed over the image. It is supposed that these variations are because of motion and not due to other effect, for example lightening effect. The illumination can vary in an interior and an outside image sequence. The illumination in an interior sequence can vary as the radiance varies as a minimum 3,600 times per minute by reason of indoor lighting; on the other hand, the image taken by a camera is 25 ~ 30 per second. As a result, illumination has a consequence on the captured image sequence. The elucidation in an open-air sequence also changes for a variety of reasons for example the sun light change & this variations are extremely quick compared to indoor sequence.

The technique presented in this paper is a solution to the problem of effectively detection
and tracking of moving people with simplified model and less computational cost. One of the advantages of the system, compared to the other state-of-the-art methods is that it reduces the number of false detections, as multiscale feature matrix is formed using sparse representation & pixels are the correctly classified using AdaBoost classifier. The system proposed is a solution to the problem of efficiently detecting & tracking moving object with easy form and less processing time. One of the merits of this method is that it decreases the number of wrong detections, as pixel-level classification can be carried out in regions with considerable motion only.

The system flow diagram of proposed model is shown in Figure 1. Figure shows the different stages involved in the proposed system. First, image frames are extracted from video sequence, and then, multiscale image features are calculated by using sparse matrix. Extracted feature vectors are then given to the AdaBoost classifier for the tracking purpose.

In the second approach, to detect foreground objects, first, optical flow algorithm is applied. This is then combined with the illumination insensitive template matching method to accurately track the object for visual surveillance system. The system proposed is a solution to the problem of efficiently detection and tracking of moving people with ease and less processing time. Figure 2 shows the different stages involved in the proposed system. First, image frames are taken out from video, and then, optical flow calculation is done as described in section 3.2.7. Extracted feature of optical flow calculation; is then combine with the illumination insensitivity hyperplane method [172] to perfectly track the object.

The remainder of this paper is organized as follows: Section 2 discusses some of the related methods. Section 3, presents the system methodology in detail. Section 4, describes the database collection for the experimentation work. Section 5 presents some experimental results & Finally, Section 6 concludes the paper.

RELATED WORK

There is an enormous literature on video surveillance for human motion detection & tracking. In our recent work [9], an adaptive threshold initialization system to segment objects from a video based on the supposition that the moving objects are visually separated without overlapping regions is presented. Avidan [16] uses a neural network i.e. Support Vector Machine (SVM) classifier offline and continue it within the optical flow framework for object tracking. Collins et al. [21] use inconsistency ratio of interested object & background classes to decide discriminative characteristics for object tracking.

Bao et al. [22], and Ravi et al. [28], have proposed methods to forecast few actions like walking, standing, running, sit-ups, and others using features from raw accelerometer data and a variety of different learning algorithms. On the other hand, they do not use this information for indoor positioning. Because this method concentrates on intra-image lighting variations & spatial compared to sequential, inter image lighting changes, it is a dissimilar group of lighting compensation. The research by Cwojek et. al [29] presented a method for several human action identification in an office situation with immediate tracking. In this work, video and audio features are implemented to use a multilevel Hidden Markov Model (HMM) framework. A Pfnder [34] technique was developed to explain a moving person in an indoor environment. It tracks a solo non-overlapped human being in complex scenes. A combination model of 3 factors with an online EM algorithm is developed to model the appearance changes during tracking [35]. The graph-cut algorithm was also developed for detection & tracking by calculating a lighting invariant optical flow field [36]. Ross et al. [41] propose an adaptive tracking method that shows robustness to large changes in pose, scale, and illumination by utilizing incremental principal component analysis. The online multiple instance learning algorithms [42] successfully tracks an object in real time where lighting conditions change and the object is occluded by others.

The recent development of sparse representation [43] has attracted considerable interest in object tracking [44, 45] due to its robustness to occlusion and image noise. As these methods exploit only generative representations of target objects and do not take the background into account, they are less effective for tracking in cluttered environments. In [37], the methods that are used in human action recognition were classified into global and local representation. We implemented motion detection & tracking system that not only enables comprehensive evaluation of sparse matrix representation methods but also deals with the problem of illumination changes & dynamic background.
Methodology

Method 1: A simple yet effective and efficient tracking algorithm based on features extracted from a multiscale image feature space with data-independent basis is proposed. The proposed model employs non-adaptive random projections that preserve the structure of the image feature space of objects. A sparse measurement matrix is constructed to efficiently extract the features for the appearance model. Sample images are compressed of the original image which is called the integral image. The computational complexity in the detection strategy is adopted to further reduce the computational complexity in the detection procedure.

A. Image Representation

From the video the frames are extracted. The multiscale image representation is formed by convolving the input image with a Gaussian filter of different spatial variances [173]. For each sample image its multiscale representation is constructed by convolving image with a set of filters at multiscale \([F_{1,1}, \ldots, F_{w,h}]\) defined by

\[
F_{w,h}(x,y) = \frac{1}{wh} \times \begin{cases} 
1, & 1 \leq x \leq w, 1 \leq y \leq h \\
0, & \text{Otherwise}
\end{cases}
\]

Where, \(w\) and \(h\) are the width and height of rectangle filter, respectively. Each filtered image is represented as a column vector in \(R^{wh}\) and concatenate these vectors as a very high-dimensional multiscale image feature vector \(x = (x_1, x_2, \ldots, x_m)^T \in R^m\) where \(m = (wh)^2\). The dimensionality \(m\) is typically in the order of \(10^6\) to \(10^{10}\).

B. Integral Image

Rectangle features can be computed very rapidly using an intermediate representation for the image which is called the integral image. The integral image at location \(x, y\) contains the sum of the pixels above and to the left of \(x, y\) inclusive:

\[
i(i,j) = \sum_{x'=sx, y'=sy} i(x', y')
\]

Where, \(i(i,j)\) is the integral image and \(i(x,y)\) is the original image. Using the following pair of recurrences:

\[
s(x,y) = s(x,y-1) + i(x,y)
\]

\[
i(i,j) = i(i-1,j) + s(x,y)
\]

Where, \(s(x,y)\) is the cumulative sum row, \(s(x,=-1) = 0\), and \(i(i,=-1) = 0\) the integral image can be computed in one pass over the original image.

C. Image Features

The main purpose of using features instead of raw pixel values as the input to a learning algorithm is to reduce the in-class while increasing the out-of-class variability compared to the raw data and thus making classification easier. Features usually encode knowledge about the domain, which is difficult to learn from the raw and finite set of input data. A very large and general pool of simple haar-like features combined with feature selection therefore can increase the capacity of the learning algorithm. The speed of feature evaluation is also a very important aspect since almost all object detection algorithms slide a fixed-size window at all scales over the input image. Then the set of all possible features of the form

\[
\text{feature}_i = \sum_{\ell \in \{1, \ldots, N\}} w_\ell \cdot \text{RecSum}(r_\ell)
\]

Where the weights \(w_\ell \in R\), the rectangles \(r_\ell\) and \(N\) are arbitrarily chose.

D. Fast Feature Computation

All the features can be computed very fast and in constant time for any size by means of two auxiliary images. For upright rectangles the auxiliary image is the Summed Area Table \(SAT = (x,y) \cdot SAT(x,y)\) is defined as the sum of the pixels of the upright rectangle ranging from the top left corner at \((0,0)\) to the bottom right corner at \((x,y)\).

\[
SAT(x,y) = \sum_{x'=sx, y'=sy} i(x', y')
\]

E. Classifier Construction

It is assumed that all the elements in \(v\) are independently distributed and model them with an AdaBoost learning algorithm [49]. Given a feature set and a training set of images, any number of machine learning approaches could be used to learn a classification function. In our system a variant of AdaBoost is used both to select a small set of features and train the classifier. In its original form, the AdaBoost learning algorithm is used to boost the classification performance of a simple (sometimes called weak) learning algorithm. There are a number of formal guarantees provided by the AdaBoost learning procedure. For each feature, the weak learner determines the optimal threshold classification function, such that the minimum number of examples is misclassified. A weak classifier \(c_f\) thus consists of a feature \(f_j\), a threshold \(\theta_f\) and a polarity \(p\) indicating the direction of the inequality sign:

\[
c_f(x) = \begin{cases} 
1 & \text{if } p |f_j(x)| < pj\theta_f \\
0 & \text{otherwise}
\end{cases}
\]

In terms of computation, this classifier is probably faster than any other system.
Unfortunately, the most straightforward technique for improving detection performance, adding features to the classifier, directly increases computation time.

Method 2: Human motion detection & tracking algorithms have to deal with numerous problems occurring from the nature of video surveillance like gradual illumination changes, dynamic background, video noise and many others. Our objective is to provide an efficient method to find the moving objects in the video frame as well as to track them. The algorithm to learn a system for motion detection & tracking can be briefly quoted as follows.

1. Extract the frames from the given video sequence.
2. Take last & current frame and calculate the optical flow in between the 2 frames.
3. Compute the features as optical flow output.
4. Estimate μ from the template of an image.
5. Compute the value of (βt, Yt) for illumination insensitive iteration cycle.
6. Combine the value of step 5 and step 3 to track the given object in a video sequence.

In order to track an object in a video sequence optical flow constraint equation can be used.

\[ lx(x_i, y_i) \cdot dx(x_i, y_i) + ly(x_i, y_i) \cdot dy(x_i, y_i) = -l_t(x_i, y_i) \]

IV. DATABASE COLLECTIONS

In our experiment two different databases is used. One is Weizmann database which is publically available and another is our own database this database contains 86 sequences having five & four of classes of actions (Jump, Run, Walk, Side, Handwaving, Jogging) respectively performed by 19 different subjects in two different conditions d1-d2. d1 – Indoor Environment d2 - Outdoor (Playground) + illumination variations

---

### TABLE 1: EXPERIMENT CONDITIONS

| Sequence | 1280 x720 pixels, 24 bit color 30 fps |
| CPU      | Corei3, 2.13GHz |
| RAM      | 4GB |
| OS       | Windows 7.0 |
| MATLAB   | Version 7.10.0.499 (R2010a) |

---

Figure 1: Adaboost System Overview

Figure 2: Optical System Overview
Figure 3: Sample of Own & Weizmann database

(A) Jogging  (B) Jump
(C) Walk  (D) Handwaving

Figure 5: Snapshots of experimental results (Indoor sequence)

Result

The proposed method is compared with the general sparse representation method for the condition of detection precision and computational time. The experimental conditions are summarized in Table I. The sparse matrix representation method uses feature selection of the object. To improve final estimation of the moving object AdaBoost classifier is trained with the extracted multiscale features and the moving object is accurately tracked. The proposed method gives the best result figure 5 compared to the other state of the art method in terms of preciseness and computational time.
Conclusion

In this paper, a robust & efficient multiscale sparse matrix features based object tracking algorithm that uses the reliable sparse nature of candidate particle representations using a glossary of object and background templates is proposed. A visual tracking system is modeled as a classification problem that is regularized by AdaBoost classifier at the level of particles, and presents an efficient solution. The performance of tracking algorithms against a number of competing state-of-the-art methods on different challenging image sequences is analyzed. Qualitative and quantitative experimental results show that the proposed tracking algorithms outperform state-of-the-art methods, especially in the presence of pose variations, illumination changes, and abrupt motion.
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